Lecture 14

6.205 Fall 2025

Power and related concepts



Administrative |

e This is the last lecture of the
semester

e Last Lab/Week 7 is due
tomorrow.

* Make sure you have all labs
complete (all checkoffs

completed) by November 5.
« Remember you need to have

all labs completed to pass the
class.
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Administrative |l

* Final Project Abstract Feedback is being sent now ish.

* Project Block Diagram Report is due on October 28th
(Tuesday...week from today)

 We'll continue to have office hours

* Presentation Timeslots out in next couple days for the
week of November 1 through 9



Administrative ||

* If you need parts early in project, parts should
oe ordered. Email me (Joe) if that is not already
nart of discussion. We want to make sure

the cost is reasonable.




Power and Energy

While we’re not necessarily focusing on this in final projects,
maybe think about this as another way to characterize your
device’s performance




Things To Talk About

* What is power?
* Why does it matter?

* Why do we use it?
e How do we make it?
e How to measure it?



All Computation Requires Power

* Power is related to energy
* All computation uses energy

* For a given computational technology...
* The more computation you do, the more energy you use
e The faster you do your computation, the more energy
used per unit time, the more power your system uses

* We always want more computation and we want
that computation faster, so we are constantly using
more power...

* The implications of this can vary...



In Stationary Situations...

* (Such as desktop computer, server farms, stationary
equipment connected to grid, etc...)

* The tendency to use more and more power means
you’ll:
* Use more energy and therefore cost more to operate
* May have to deal with waste heat disposal



In Mobile Situations

* Power is sourced locally and may be finite.

* The tendency to use more and more power means
e your system might not last as long if on battery
* Needs to harvest energy from the environment



Maxwell’s Demon

* Mid-nineteenth thought experiment that appears
to violated the Second Law of Thermodynamics

» The entropy of a closed system (meaning it doesn't
exchange matter or energy with its surroundings)
may never decrease

* In other words, order will never appear out of
disorder...

* A closed system will never become less disordered

https://en.wikipedia.org/wiki/Maxwell%27s_demon
10/21/25 https://fpga.mit.edu/6205/F25

10



Maxwell’s Demon

* Closed perfect box with two halves and door starts out
with blue and red perfectly elastic balls bouncing
around mixed up.

 Demon watches room and strategically opens/closes
perfect door such that over time you order balls in each

N N A 1R -

https://en.wikipedia.org/wiki/Maxwell%27s_demon
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Maxwell’s Demon

»

* The demon has made the system more ordered than
when it started, so this violates the Second Law of
Thermodynamics

* This is one of many ways to see that information must
be related to energy

https://en.wikipedia.org/wiki/Maxwell%27s_demon
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What is Information?

* Anything that provides an answer to a question of
some kind

* Anything that can resolve uncertainty...

* And the more uncertainty you resolve, the more
information you are providing

* Fundamental unit is the bit: one yes/no amount of
information
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Our Humble NAND Gate

NAND

1 >

Output
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* No matter how efficient your NAND gate is, the act
of taking in inputs A and B, and generating a one-
bit output must consume a fundamental amount of
energy since once you have only the one bit, you
can’t go back to what the A and B were originally

(without saving them)

* Refusing to allow for this can violate the Second

Law of Thermodynamics




Lower Limit on Computation

« Somewhat controversial...
* There is a lower limit: kgT In(2)

* About 3xX10~%! Joules to do one bit of computation no
matter what
e Called Landauer Limit

e Experimentally shown in 2012 (Berut et al., Nature 2012) and in
more recent experiments

* Intel 22nm process takes approximately
e 100x10~1° Joules (estimate/approximation)

e Between those two numbers are the inefficiencies and
limitations of current circuit technology

* \ery relevant topic as we approach quantum computation

* Also look into “reversible computation”

https://spectrum.ieee.org/computing/hardware/landauer-limit-demonstrated
https://en.wikipedia.org/wiki/Landauer%27s_principle



What Are Those Inefficiencies of
Modern Digital Circuits?

* Why do our modern computing devices use the
power that they do?

* Important to remember the famous statement...
“All Models are wrong...some models are useful.”

https://en.m.wikipedia.org/wiki/File:CMOS_NAND.svg



Basic Modern CMQOS NAND Gate

vdd

A_q|

Vd

~

Qout
|

Vss
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https://en.m.wikipedia.org/wiki/File:CMOS_NAND.svg
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Two Types of Transistors

* Both Types of transistors can act as voltage-controlled-switches.

* Two Transistors work in opposite...dare | say... “complementary” ways

N-Channel FET
D

o {
S

When V; =0, When V; = 1,

device open device conducts
D D

P-Channel FET

s

When Vs =0, When V; = 1,
device conducts device open
S




Theoretical NAND Gate Operation
s A=0, B=0, Out=1 A=0, B=1, Out=1
vdd vdd vdd vdd
4
A_4 B_Qi A=0 B=0 A=0 L1
Out Out=vdd (aka 1) —I—o Out=Vdd (aka 1)
A= : A=0 A=0
|
ol B=0 B=1
] o =
Vss.
A=1, B=0, Out=1 A=1, B=1, Out=0
vdd vdd vdd vdd
A | B | out f ot
0 0 1 A=1 B=0 A=1 B=1
0 1 1 Out=Vdd (aka 1) I——I—o Out=Vss (aka 0)
1 0 1 A=1 A=1
0 0 0
B=0 B=1
o -
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Characteristics...

A=0, B=0, Out=1 A=0, B=1, Out=1
* In None of these T T
—_— 0 . T
four circuit
States iS there a Out=Vdd (aka 1) —I—O Out=Vdd (aka 1)
direct path from
Vdd to Vss o _
* So one should L 1
expect no
. A=1, B=0, Out=1 A=1, B=1, Out=0
current flow in Wy T
the circuit itself
Out=V aka 1 I— Out=Vss (aka O
* Therefore no e L0 owiseno
static power
consumption




Characteristics...

* |t takes no
energy to turn
on/turn off a
switch... They're
“massless”

* We can
transition
between states
instantaneously

 Therefore no
dynamic power
consumption

A=0, B=0, Out=1

vdd vdd

A=0 B=0

A=0
I
B=0

Vss

Out=Vdd (aka 1)

A=0, B=1, Out=1

A=0

vdd

A=0

B=1

vdd

B=1

—I—O Out=Vdd (aka 1)

1

Vss

A=1, B=0, Out=1

vdd vdd

A=1 B=0

B=0

Vss

Out=Vdd (aka 1)

A=1, B=1, Out=0

vdd

vdd

B=1

I——I—O Out=Vss (aka 0)




An ldeal Switch |-V Relationship

Open Switch: Closed Switch:
. v _ v
f— - '— o+ —
—0~ o— —o0—0o0—
Al Al
<< > <
v
\ \
oo \co
“0(\10 t\\) \,eﬁ'\
?e(ﬁed‘\\) ?edec
v v

10/21/25 https://fpga.mit.edu/6205/F25

22



Reality Though...

* Transistors Do Not Act Like that

JLLVELY \VIICT 101 @ 1V CIL HAIOLICLEL LOUILIVIVEY ) | 47 .

IDO\\ 5
fso( 1), Voo = Vasa
. (\S ) ]DS 3
ed" «C -~ Vass
\(\QSQ( 3 S\N\,Q S Ip 7 /(1/ o
X e = 2
\)Se “C\O O\I\O( § Ip2~? A — '——_’I;Z;:
A — Visi
V. SB — 0
0 YVaVop % Vop % Vop Vop

Drain-source voltage (Vps)

Figure 1. Selected points for NMOS parameters extraction

https://www.semanticscholar.org/paper/An-Accurate-and-Compact-MOSFET-I-V-
Model-for-CMOS-Bisdounis/edcd356940b102e895b83ad2e7ebcbcad99710e0

10/21/25 https://fpga.mit.edu/6205/F25

of
s
(GQ\O(\"QC‘(\”
e . oW
\)56 e\ a \"\0(
oV e

23



Schematic Symbol:
Gate

A MOSFET |
I I

Source Drain

Physical Design:

Gate Oxide

Conductive /(insulator)

10/21/25 https://fpga.mit.edu/6205/F25 24



Schematic Symbol:

nput (Gate) of a Gate copacitor

MOSFET I

Oxide
Semiconductor

Source Drain

Conductor
Insulator

Conductor Gate Oxide

/(insulator)

Conductive

Channel
(variably conductive)

Substrate (insulator)
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So when we start to

complicated digital ci
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CMOS Circuit drives another CMQOS
Circult...

It is CMOS all the way down

vdd . J \Vdd

~ ~
A— — +—q A
= =

1 \/ss

\/ss

That Looks
Capacitive!!!
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CMOS Circuit drives another CMQOS
Circult...

It is CMOS all the way down

Vdd 1

—
A —
-

C; represents the next
stage’s input
capacitance

L
Il

\/ss

I am an imperfect
voltage source
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CMOS Circuit drives another CMQOS
Circult...

It is CMOS all the way down

Rp
lCL
) ]__
C, represents the next
= stage’sinput

capacitance

I am an imperfect
voltage source




Implications

* If a circuit has to charge or discharge up a
capacitive input that means...:

* There is an inherent speed limit from RC time
constants that will limit the switching speed

* The fact that you have to move charge onto that
capacitor through a resistor means energy is lost to
heat ...and that energy will never get recovered.



Takes energy to charge up capacitors
(Dynamic Power Consumption)

Voo Non-ideal conductance of

conducts ... V. transistor channel means some
....................... power lost as heat during
RS et I . .
s charging of capacitor
1 1
Vin Vour
0 0
doesn’t .. ‘ g(Lar(zE)sr?:eS:s the next
conduct - - g P

capacitance

http.//web.eecs.umich.edu/~twenisch/470 F07/lectures/21.pdf GO BLUE
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Takes energy to charge down capacitors

(Dynamic Power Consumption)

VDD

doesn’t .
conduct e

Vin
0

transistor channel megns:some P

Vour
0

power lost as heat during _ ‘ CL reprfasents the next
charging of capacitor - - stage S Input
: capacitance

conducts

http.//web.eecs.umich.edu/~twenisch/470 F07/lectures/21.pdf GO BLUE
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During Transition, there may be
overlap of conductances

VDD

Both cooking off heat during
transition

Vour
0

C represents the next
stage’s input
capacitance

Kinda conducting

Transitions are
never B
instantaneous '

Kinda conducting

http.//web.eecs.umich.edu/~twenisch/470 F07/lectures/21.pdf GO BLUE



http://web.eecs.umich.edu/~twenisch/470_F07/lectures/21.pd

Dynamic Power Consumption

VDD VDD

T T
k I }]TL 1
1 1 T 1 11

Capacitive Dis/Charging Short Circuit

Caused by need to store * P Xty Vieqr
o finite charge * t,.:incrossover

. * V:Vpp of system

e (:capacitance of gate * lpeax: Max current at crossover
e V:Vpp of system e Good news this is historically
* f: frequency of switching rather small compared to

capacitive



he Downward Scaling of Transistors

Moore’s Law: The number of transistors on microchips doubles every two years (SRR
" t beroft r t t ximat t in Data

* Until recently, most gains in el
computation have arisen Ny
from making smaller | e
transistors... ga

* Fit more on a chip.

* They use less power (less
gate capacitance!ll)

e Can run faster
e Can do more for less!

https://en.wikipedia.org/wiki/Moore%27s_law#/media/File:Moore's_Law_Transistor_Count_1970-2020.png



As MOSFETs get Very Small...

Oxide
Acts less and less like an insulator

Gate
Conductive
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Static Power Consumption

Voo . Transistors start to not be as ON-
" OFF as they were when bigger...

Gate Leakage

VO uT

Gate Leakage

http.//web.eecs.umich.edu/~twenisch/470 F07/lectures/21.pdf GO BLUE
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New Loss Mechanisms: Static
Power

* Gate Leakage: The gates don’t act like perfect
insulators so you leak current (power) through

them

e Sub-threshold Leakage: The transistors don’t turn
On and off as sharply, so there’s more mushing and
overlap and start to conduct significant amounts all
the time (wasted leaks)



Static Power Losses

* As opposed to dynamic power losses which arise
from the act of switching bits...

e Static losses take place just by being powered up
and existing.

* So the total power consumed ends up being
roughly explained by this equation:

Ptotal — denamic + Pstatic



POwer COHSU med Ptotal — denamic + Pstatic

° In the CMOS era’ Sandy Bridge Power Consumption
. . . 90
historically static o e T g ol PN
power was smaller B e
AAAA anad 4 1z ota PO“L
Compared to _ 60 s cash L6CHLY
dynamic power g e
2 40 N
. . 83 30 f(x) = 0.1864-1.0142"x . ¥ et .
* This changed in I ——
recent years as things to

o

have gotten smaller!  “.. ..o .0 0 30 s0 mo  as0 a0

Temperature (K)

Shmoo plot
https://blog.stuffedcow.net/2012/10/intel32nm-22nm-core-i5-comparison/
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Leakage Got So bad

* How bad is it? - o
. Gate length .
* In some contexts, static loss _ -
. . k=) 1 —>
starts to dominate dynamic g v Dypanic i
loss S \ 200 €
. . . . §_ l‘ .Pos..sibletljajecto.ry g
* Thisis a really big deal since 2 oo e R
the primary loss mechanismis £ ireshold PRI g
B leakage \\ 100 >
beyond the control of S 00001 : .
implementation design, etc... 2 | T 50
Gate-oxide
leakage
0.0000001 0

1990 1995 2000 2005 2010 2015 2020

From 2011

Leakage Current: Moore’s Law Meets Static Power
http://www.ruf.rice.edu/~mobile/elec518/readings/DevicesAndCircuits/kim03leakage.pdf
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Sandy Bridge vs. Ivy Bridge (32nm vs. 22 nm core i5)

e Sandy Bridge was older
model transistor

A< P
M A\ \\"\\\ A0 l P -
* |lvy Bridge was 3D 70 \Q\\gl&\“. ,,
. . < ’,)n/"' C\ g u
transistor which greatly St
() — o v Ao Ao ~ 'S »
improved static loss (less - ., P e \\
= X)=26.85x"2.27 - A
leakage) 5 .o P
é B n- :' - 3 ¢ WB C.t{\t\c
230, " - e
O * —
20 « #,0‘ f(x)=16.71x"2.99
) g 3 ‘-;A;“"""'--AAAA. f(x) =14.80x"1.85
10 -"*
(0]
0.9 1 1.1 1.2 1.3 1.4 1.5 1.6

Core Voltage (V)
Shmoo plot
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Aside: Shmoo Plot

° SomEtlmes hear plOtS Of Var|ous 'm The Life and Times of
performance specs on semiconductors ~ THE SHMOO
called “Shmoo” plots

* Called that because original plots
looked like Shmoos, which were weird
bowling-pin like creatures from Lil
Abner,

* Anyways sometimes these comparison
plots are called Shmoos

*Wikipedia finally explained this to me...pre-semiconductor, Shmoo plots for magnetic devices looked like Shmoos
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Most of the Time Shmoo Plots are

more pass/fail plots vs different
narameters

Intel 18A HCC Voltage-Frequency Shmoo

1.05
1

Pass at 5.6GHz, 1.05V

0.95
=
o 0.9
8 085 | Pa.ss
g 0.8 M Fail
c
O 0.75
= 94.5Mb HCC with
s 07 2048x64m4 Macros
& oss 256b/BL; 136b/WL
0.6

26 3 34 38 42 46 5 54 58
Frequency [GHz]

B HCC with 256b/BL and 136b/WL des "~
frequency up to 5.6GHz at 1.05V

021um? High-Density SRAM in Intel 18A RibbonFET Technology wits A’

<
© 2025 IEEE 29.2: 0.
International Solid-State Circuits Conference o

o,
o
®,

o
™.
o
A
o
O,
o

-,

(24
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Trigate MOSFETs

* One of the first departures Toiehitomm) B Feneweir
from planar semiconductor
fabrication since we started
doing it as humans in the early

silicon region under the gate electrode when in the “on” state

22 nm Tri-Gate Transistor

3.0 Tri-Gate transistors form conducting channels on three sides
of a vertical fin structure, providing “fully depleted” operation

P Was |n the p|pe||ne Slnce rlght 22 nm Tri-Gate Transistor 22 nm Tri-GteTransistor
around 2000, and finally
started coming out in 2014

L]
e Cuts static loss (SU b-threshold
L] L]
I O S S I n a rt I C u I a r b 5 O 0/ Tri-Gate transistors can have multiple fins connected together  Tri-Gate transistors can have multiple fins connected together
0 10 increase total drive strength for higher performance to increase total drive strength for higher performance
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Sandy Bridge vs.
nm core i5)

* Intel fell way
behind schedule
getting their 22nm
tech into
production, but its
trigate devices in
IVB, drastically cut
down static power
loss

CPU Power (W)

lvy Bridge (32nm vs. 22

e S L
f(x) = 0.1828-1.0132"x
310 320 330 340 350 360 370 380 390
Temperature (K)

http://blog.stuffedcow.net/2012/10/intel32nm-22nm-core-i5-comparison/



Transistor Designs Have
Continued to Evolve

FinFET Gate-All-Around

What we talked about earlier ~ten years ago ~Current Tech
"GAA” Transistors
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Moore’s Law is Dead.
Long Live Moore’s Law

* Newer transistor topologies like GAAs aren’t necessarily
physically smaller than previous generations...

* But they can be tuned and controlled better (with power
better performance), meaning they can use less power than
previous generations

* This is becoming an enabling behavior to start to expand
devices into higher dimensions

* The Departure from 2D semiconductors into 2.5 and 3D has
been huge in the last decade



Going 3D is a Huge Area of Work
Right Now

e State of art now is not just 2D circuit in the chips, but now
varying degrees of 3D, though it is slow going

MIT News MIT engineers grow “high-rise” 3D chips

ON CAMPUS AND AROUND THE WORLD

Jennifer Chu | MIT News
December 18,2024

New chip tests cooling solutions for stack
microelectronics

Preventing 3D integrated circuits from overheating is key to enal
their widespread use.

Kylie Foy | MIT Lincoln Laboratory
April 28,2025

-----

Tile w3 ¥14]
10/21/25 https://fpga.mit.edu/6205/F25

¢ An electronic stacking technique could exponentially increase the
number of transistors on chips, enabling more efficient Al hardware.
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So Devices Are Still Getting
Better...

e Each achievement is more dearly earned than they were a
couple decades back and every tiny angle is being analyzed
for gainzzz

* And we're now getting extremely creative with ways to
squeeze out additional performance when it comes to
powetr.

e But the fundamental things still apply



Summary: Digital Power Consumption

P : total power consumed
Qg1 : fraction of gates switching Dynamic power consumption

C : Capacitance of gates, busses, interconnects
IV : Operating voltage (V4)

* f :frequency of operation P=qay 1CV*f + VI
[1oq1: Leakage Current:
e Sub-threshold leakage {‘
* Gate-Leakage vdd

Static power consumption

V/ss 4

10/21/25 https://fpga.mit.edu/6205/F25 51



How to make P go down? .,

10/21/25

system Improve
voltage Fabrication

/

2
P=ay,,CV f + Vieak
Cut down on bits flipping Be ON for
Smaller less time

capacitors, Scale Drop
Keep down frequency?
wires/inter system
connects voltage
short!

https://fpga.mit.edu/6205/F25 52



What do we (aka 6.205) have control over?

Dynamic power consumption

\w N Static power consumption

P=ay ,CV*f + VI,

* Dynamic Power Usage is more closely tied to how we use the
system:
* Design, data structures and representation, etc...
* Clocking
* Etc...

e Static Power Usage is more closely tied to actual system
fabrication and capabilities, but our usage of it can also factor in:
 Temperature (heat sink it)
e Turn on/off completely
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Dynamic Power Reduction Strategies

P=oay., C, Vpp? f

* Reduce Transition Activity or Switching Events
* Reduce Capacitance (e.g., keep wires short)

e Reduce Power Supply Voltage (not really option in 6.205
designs, but when designing from scratch yes)

* Frequency is sometimes fixed by the application, though
this can be adjusted to control power as needed

Optimize at all levels of design hierarchy
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The Transition Activity Factor a, .4

0 to 1 since that’s when we put energy into the
system/charge the capacitors

Current Next Output
Input Input Transition
00 00 1—>1
00 01 1—>1
00 10 1—>1
00 11 1—>0
01 00 1—>1
01 01 1—>1
01 10 1—>1
01 11 1—>0
10 00 1—>1
10 01 1—>1
10 10 1—>1
10 11 1—>0
11 00 0—>1
11 01 0—>1
11 10 0—>1
11 11 0—>0

)
B | V4

Assume inputs (A,B) arrive

at f and are uniformly
distributed (not guaranteed at all)

What is the average
power dissipation?

Qo1 = 3/16

P=ogy.; CL Vpp? f

Pages 7 and 8 here of the notes: https://www.brown.edu/Departments/Engineering/Courses/engn2912/Lectures/LP-02-logic-power-est.pdf

10/21/25
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Power Consumption Can Be Data
Dependent! 5 _  cpeg

 We don’t think about this but this is true.

* For a given system, it will consume more
power when it is actually processing
legitimate information than when it isn’t.

* And this is not ignorable....



Exact Same Device, just change data

///”'

6.205 Camera Running and Exposed: \

USB Tester—

8 0008, 84¥h
s o0s:40:46

E;.() 0ooo, 354
0.0

L

.

—USE Tester—

8%,. 0000, 254
0008. 84th

||"|| ” ,ll"y‘i im
0.054  008:40:55

https://fpga.mit.edu/6205/F25

Achieve a ~30% drop in
power consumed by
camera and FPGA
based off of the *type*
of data transferred
through the system
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Power Consumption Can Be Data
Dependent! 5 _  cpeg

* We don’t think about this at the programming
level, but at the bit level it can really matter!

* Is your data encoded in a way such that lots of bits
flip lots of the time? (lots of charge/discharge
cycles!)

* Are the common transitions using the fewest bit
changes?



Number Representation:
Two’s Complement vs. Sign Magnitude

Two’s complement

Sign-Magnitude

1000 0111

Consider a 16 bit bus where inputs toggles
between +1 and —1 (i.e., a small noise input)
Which representation is more energy efficient?
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Bus Coding to Reduce Activity

* Minimize bit transitions on high capacitance busses

Two’s _
since they use more energy to make be 1 or 0
complement
here . , .
* Input toggles from 0 to -1 with two’s compliment
—

* That’s 8’h00 to 8'hFF (really bad)

Majority * Instead:
Function » encode 0 as 8’h00 with INV=0

* Encode -1as 8’h00 with INV=1

invert
——F
N > /
N 4 I
—D

/ Data Bus

Extra bit to indicated if the [Stan94]
bus is inverted

[

[

—D—
43:D7 Outpu
—D—

$

Back to two’s complement here
10/21/25 https://fpga.mit.edu/6205/F25 60



Counting in General

* Going up in “natural” format is beneficial for math
and things, but isn’t necessarily the best way to
encode data from a bit-flip perspective.

* There are other ways of counting that minimize
changes.



Hamming Distance

e Counting to 8 in regular 3bit binary
involves 14 total bit changes

* Counting to 8 in 3bit Gray involves
8 total bit changes(big savings)

 Reduce Hamming Distance
between sequences...don’t count
up with states using regular
binary...use a Gray code perhaps

Count Transitions

000
001
010
011
100
101
110
111

3

P NBR WRLNPR

14

Gray code

2-bit

00
01
il
10
1-bit

idth



Time Sharing is a Bad ldea
(From a power perspective)

* |If you have data sets that are expected to be very different in
value, consider giving each their own bus

 Minimize the 0->1 transitions that will happen on any given one

bus.
Parallel busses for 1,Q .
y Y Time-shared bus for 1,Q
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Glitching Transitions

Glitches are no longer an annoyance, but vile leeches
sucking our vital life fluids (power) from our bodies
(electrical devices)

N2

A
B 2
N1 y

c 2 -
A ]
N T
C |
N1 ' 10 femtoJoules, please! ]
N2 ] I
— 8
i, @22nm process: 10 fJ x 100 MHz =

Y 1 microWatt

—

10/21/25 https://fpga.mit.edu/6205/F25



Glitching Transitions

Glitches are no longer an annoyance, but vile leeches sucking
our vital life fluids (power) from our bodies (electrical devices)

* Balancing paths reduces glitching transitions
 Structures such as multipliers have lot of glitching transitions
» Keeping logic depths short (e.g., pipelining) reduces glitching

(((A+B) + C)+D) (A+B) + (C+D)



Software Issues

* Doesn’t just matter in hardware...

e Consider two collections of code below...

* Which one is better?

float a [256], b[256];
float pi= 3.14;
[/

0; 1 < 255; i++)
sin(pi *x i /256)
cos(pi x 1 /256)

for (i
alil
blil

}

{

float a [256], b[256];
float pi= 3.14,

[/«

for (i = 0; i < 255; i++){
alil = sin(pi *x i /256);

}

for (i = 0; i < 255; i++){
b[i] = cos(pi x i /256);

}
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float a.[256], b[256];
Software Issues float pi= 3.14;
float a [256], b[256]; _ | _
float pi= 3.14; for (i = 0; i < 255; i++){
/v ali] = sin(pi % i /256);
}
for (i = 0; i < 255; i++){ _ . .
alil = sin(pi * i /256); for (i = 0; 1 < 255; i++){
b[i] = cos(pi * i /256); , b[i] = cos(pi * 1 /256);
}

* It really depends on where these arrays are located
In memory...

* If nearby or clean multiples/aligned in memory
might not be too bad...
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But like if arrays are far apart in

memory you could have problems...

MEMORY address
a[0] ..0111111100000000
a[l ..0111111100000001
address [
N R a[2] ..0111111100000010
CPU v al3] ..0111111100000011
32 : :
b[0] ..1000000000000000
b[1] ..1000000000000001
N b[2] ..1000000000000010
b[3] ..1000000000000011

for (i
alil
b[il

}

float a [256], b[256];
float pi= 3.14;

0; 1 < 255; i++){
sin(pi * i /256)
cos(pi * i /256)

.
’
.
’

Address bus will undergo:
= 4607 bit transitions

10/21/25

for (i
alil

by

for (i
blil
}

float a [256], b[256];
float pi= 3.14;

0; 1 < 255; i++){
sin(pi x i /256);

0; 1 < 255; i++){
cos(pi * i /256);

Address bus will undergo:
= 1030 transitions

https://fpga.mit.edu/6205/F25

In addition to
possible issues with
cache hits/misses,
etc...
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Clock-Gating -

~Clock Enables—
Gated Clock-oP
—C |ock=p—

Your logic

—Output—»

* Since most modern digital logic is synchronous and only
updates on the edges of clocks (sequential logic), simply
stopping the clock (making its period go to infinity) can

“freeze” the system

* The system will not flip bits for no reason

* Relatively easy to implement into chip design

https://anysilicon.com/the-ultimate-guide-to-clock-gating/



Clock Gating is another Potentially Good Ideal

Adder Off

~LLi Y o+

D
Global Clock —1_/ Adder Clock
Enable_Adder @
Y,
gigighipll o B,
¢, g
Multiplier On A s . S& @6‘
SNy >y ey " So,
\ e St 7, %t M
Q
¢ @ . é>/'
\ . % 2.8
_/Multi lier Clock ‘ /O'/@a &/7
Enable_Multiplier P

100’s of different clocks in a microprocessor

e Careful to keep combinatorial paths short...avoid clock

skew!!!

* Clock-gating is widely used nowadays, particularly in ASICs

10/21/25
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Clock Generation Uses Powerl

* In very complex modern systems, clock management (amplifiers,

phase locked loops, etc) adds significant overhead to a system’s
power needs. In some recent systems, the clock distribution

system can account for 30% of all power.
* In general with everything, if you don’t need it, don’t use it.

* Human eye can’t tell difference between these two dimmers

ﬁunning Blue LED at 50% duty cycle at IOOI-N ﬁmning Blue LED at 50% duty cycle at 4000Hz\
Based off of 12 MHz clock Based off of 480 MHz clock
Consuming 0.35 W Consuming 0.5W

Key
0:16:20
0.10A |

USB Safety Tester

Key
b
)-:0.012¥ 01422

VoS0 0.0Th
USB Safety Tester

NG
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Clock-Gating on FPGA

e Can actually do it using some of the primitives, but
be careful!

* Bit of a writeup here:

https://dev.to/carolineee/clock-management-for-xilinx-7-series-fpgas-1p6i

* It'd be pretty sick if somebody wanted to
experiment with this for a final project.



Final Project Power Measurements?

* Power usage can be a great hard-number to collect
for final projects. Especially if you end up pursuing
a project that is more targeted using a mobile FPGA
(there are some of you), having these numbers
would be good.

* USB power meters can get you down into 10’s of
mW range
USB Tester—

08 i
A

A 008:40:46

5.
0.



Also Have Joulescopes

* Really nice high-speed
power measuring
devices (>10’s of kHz )
and can measure with
uW resolution

mA

RN i R——— | * Really great devices
- | s e v e o 11111
Power spikes during WiFi

transactions on SOC from
6.9000
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Other things to do?

* If you're designing chips from scratch you have
some options:

* Dynamic Power Consumption:

* Clock Gating: Stop the clock that is going to your
logic...this will essentially “freeze” the state of your
module and prevent if from running in place

 Static Power Consumption:

* Power Gating: Actually turn off your logic...this will
basically remove it from your system and not bleed
power by just being on.




lemperature

* While some input power gets used for
information/computation, most is
ultimately lost as heat

191)

10°F

Mobility pu (cm*V
=)

-
o
W

e As temperature rises, carrier (the . _ .
electrons and holes) mobility will 5 o — 0
drop Off qU|Ck|y Temperature 7 (K)

* As mobility drops off, current Not onlv d i
. t t
delivered drops off, systems can’t ot only does an inefficient design
waste more energy, you now have

charge/discharge as quickly, we run to get rid of more heat, else your

into trouble device will run less efficiently and
waste even more energy.

Static losses also get really bad at
high temperatures It is a positive feedback process.

So you want to keep temperature
down!

http://www.ioffe.ru/SVA/NSM/Semicond/Ge/electric.html|



Anatomy of a Heat Sink Aluminur heat in

Copper heat pipes

Ny
s

Attach to chip with : /AR
silver paste —

50 ) g g e g e ) g g ;
(ELELECEEEEEEEEEEEEETL] g
A\

o

[TETEPEEErERE R EEF P g

RN PR EFREREE LR

https://reefll.com/index.php?route=product/product&product_id=69
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Often add a fan too

77



Heat Sink Metal

* Copper is the best but expensive.
* Aluminum is cheaper but not as good.

e Other metals not very good.



More than just Heat 37 e {s

 Add fan to move air across
heatsink to further improve
cooling

* Thermal capacity of air is
low...use water or oil or
carcinogens to move heat
away from computer more
effectively

https://en.wikipedia.org/wiki/Computer_cooling
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Junction (Silicon) Temperature

W Kooling Monster < > : X
6 Major thermal paste patterns

Realistic Scenario
T
Silicon 5

T
Case t|/ ¢ T
:._ / Sink o °

I Silicon ™~
Tj'Ta= Roia Po

Simple Scenario

TA C‘ﬁ. —_— = 7-. [ | |
One Line Three Lines Buttered Toast

What Should Good and Bad Thermal Paste Look Like on

O T, CPU? — Kooling Monster
Rg)a is the thermal resistance between
silicon and Ambient P <D Rosc
O TJ Tc
Rocs
Pp <> Rosa
t Ts e
et
O Th 0SA "‘(\ege S 3 o\ (;\. C\).\"S
_ o T \\ A Q
T= Ta + Ron Pp g \ecmca\
— e
Roca = Rocs + Rosa wot

Make this as low as possible

is minimized by facilitating heat transfer
(bolt case to extended metal surface — heat sink)
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Intel Pentium 4 Thermal Guidelines

m Pentium 4 @ 3.06 GHz dissipates 81.8W!
(i7 Haswell 3.2GHz 65W)

m Maximum T, =69 °C

m R, <0.23 °C/W for 50 C ambient

m Typical chips dissipate 0.5-1W (cheap packages
withoubiorced aipcegling)

Courtesy of Intel
(Ram Krishnamurthy)

Our 6.205 Camera does a tremendous
amount of processing (and also has a
problematic internal regulator) so it
gets very warm and needs a heat sink
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2D Chips are good for heat management

* Historically Chips have been large, flat things, so
they have...

* High surface-area-to-volume ratios
 As chips go 3D this is a huge issue/concern



How to make P go down?

Drop
system Improve
Can’t do this on our FPGA much.... voltage Fabrication

ot @ p = CVZf + Vg
¢ W = o1 f leak

Cut down on bits flipping Be ON for
Smaller less time

capacitors, Scale Drop
Keep down frequency?
wires/inter system
connects voltage
short!
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Reduce Supply Voltage: But is it Free?
P = aO—>ICV2f + Viear,

DD t =0+
G Ve D
[ S—
— i
K 2
V _ [ S
DD E(VDD VT) T C.
Voo _ o 1
. IN ouT s = =
\ V
_DD
CL M CL' 2 VDD ~ 1
— Delay = . = oc ,~
- ‘D E(V —V )2 (VDD o VT) Voo

Vpp from 2V to 1V, energy L by x4, delay T x2
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Voltage Scaling

 All things being equal, higher voltages, usually
allow systems to run at higher clock speeds

* So dropping voltages will likely mean you cut static
power loss, but also need to run your clock slower

e But there’s lots of non-linearities.



Transistors Are Basically Free... P « CV*f

Ef:SOOMhz IN IN = 500Mhz
: Vpp=1V 1 l Vop=1V

X X

ouT SELECT

1 ouT

'Dserial= Cmult sz 'Dparallel= (2Cmu/t 12f/2) = Pserial/4

Trade Area for Low Power, Possibly higher latency
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Dynamic Voltage Scaling on a Processor

* Some systems take to extreme and dynamically
scale their voltage!

Digitally adjustable DC-DC converter
powers SA-1110 StrongArm core

Energy per Ope

ql:_/\/\/\ \Vout 5| SA-1110

.0
. 8.0 3 :
7.5 B . ’
4 —_— } 206. ©
| — 0.9 Core Voltage (V)
Frequency (MHz)
! g T Control

LOS selects appropriate clock frequency based on
workload and latency constraints

- Controller
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Even more extreme...just scale
voltage down to O

* If you're a major loss mechanism becomes static
phenomena, then there will become a point where a
cranking the clock could be beneficial!

* Run as fast as possible with the best hardware as
possible (32 bit MCU if appropriate vs. 8 bit or
something)

* Then sleep/power down! (the static loss monster
won’t get you if you're in sleep)

* Not necessarily the right solution, particularly as new
transistor models come in and keep static loss at bay,
but you never know.



Power-Gating .

SLEEP

* More involved than clock gating! You
actually deactivate whole portions of the
circuit (have large high side or low side "o
enable transistors)

Power Gated

O owr

* Takes up a lot more real estate on chip -

* Requires a lot more devices to make
work...Have to:

* |solate the “dead” portion from ”live —
portions”

* Save and reload state of system before after
turnoff

* Worry about pipelining and propagation of
removal/reappearance
* Longer shutdown and startup times 1

Fig. 1.3: Header Switch Cell

Power Gated
Logic

Virtual VSS _

* But does minimize power wasted!!!!

https://anysilicon.com/power-gating/ Fig. 1.4: Footer Switch cell



Powering On and Off

* Historically, turning on and off a computational
device had significant startup costs:

* A processor might need 100,000 clock cycles to startup
during which time it used energy but couldn’t do useful

work
useful calculations sleep useful calculations

* The length of sleep vs. required startup restricted
system (why go to sleep if you need more energy to
startup anyways)

* More recently new circuit architectures are showing
up that allow like ~15 cycle startups and stuff for

really low-energy designs Mingoo Seok

https://www.ee.columbia.edu/~mgseok/publications.html
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Alternative Energy Sources

* While personal computers have gotten much more
efficient, we tend to just use that as an excuse to do

more (so they use ~similar amounts of power total
throughout recent years)

* For given tasks, computation has become much more
efficient...that means in many specialized applications,
the power to do something is much less. That means we
can power these circuits with tiny amounts of energy:

* Energy Harvesting — movement

* Energy Harvesting — thermoelectric generator
 Ambient RF

* Grapes

e Gastric fluids



Energy Scavenging

 Solar is by far the most mature
technology

* Been in commercial products as
far back as 1960s

10/21/25 https://fpga.mit.edu/6205/F25

https://en.wikipedia.org/wiki/Solar_cell
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Energy Scavenging: Mechanical

MEMS Generator Power Harvesting Shoes

- Joe Paradiso
Jose Mur Miranda/ (Media Lab)

Jeff Lang
Vibration-to-Electric After 3-6 steps, it provides 3 mA for 0.5 sec
Conversion
~10mW
~10mW

10/21/25 https://fpga.mit.edu/6205/F25 93



Energy Scavenging: Mechanical

100mA Piezoelectric Energy Harvesting Power Supply

Optimized for :
collecting 60 Hz il

vibrations at low sub-g MIOE V218K
1 PZ1 PZ2 10uH
accelerations! + Vm = ! o
14F LTC3588-1 e | | aTyf
== CSTORAGE - e ERoo— —-l-_sv
T 25V Vinz 0, D1 fe—p-OUTFUE  ~
—L—4.7yF GND SELECT
6V ‘J__ 35881 TAD!
I
LTC3588
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Low-Profile Wearable Body-Powered
Thermoelectric Generator

DC-DC
Converter

thermal TEG

insulation
DC-DC

Converter & )
copper R L
heatsink

copper
heatsink

B

B

Copper sheet

* Low profile, lightweight, conformal.
e Utilization of small temperature difference
» Utilization of natural convection for cooling

Credit: Krishna Settaluri MIT ‘2010

10/21/25 https://fpga.mit.edu/6205/F25

95



Energy harvesting

 Thermo-electric generator
e Thermoelectric material

Thermoelectric Generator

converts temperature e ~
difference into voltage @ o e & + mEmi
T:>T,

AW

Load (Cellphone, etc..)

40 K temp difference
1.8V @ 368 mA

https://www.adafruit.com/products/700
http://electronicdesign.com/content/content/73937/73937-fig2.gif

10/21/25 https://fpga.mit.edu/6205/F25 96



Experimental Results

16 TEG Islands (2 TEG modules)

10/21/25

0.035 T T

0.03-
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N
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©

o
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T

Output Voltage (V

o

o

o

a
T

15mV

I |
0 50 100 150
Time (seconds)

|
200

Optimal Electrical Load Resistance

330

(20Q theoretical)

Optimized Power

11pW

Credit: Krishna Settaluri MIT ‘2010
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Apparently Powered by Body Heat

MATR'X HOME PRODUCTS APPS F.A.Q0. NEWS CONTACT SIGNIN Q Wo

POWERWATCH
Powered by you.

AWARD

.I: DESIGN STANDING
I 2017

Worla's first
' Sma rtwatch

- powered by your body heat.

[ WATCH VIDEO

ORDER NOW

https://www.powerwatch.com/
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Ambient RF

Prudential Center

FM Stations:

WZLX 100.7, WBMX 104.1, WMJX
106.7, and WXKS-FM 107.9, WBOS
92.9, WBAQT 96.9, and WROR-FM 105.7.

Power output:
22,000 watts

Recovered:
~ 0.2 milliwatt
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TABLE V

[
m I e n l R F HARVESTERS CHARGE AND DISCHARGE TIMES (t., t;, RESPECTIVELY) FOR A SPECIFIED LOAD
Wire Tape

| e ded Tae P Peto |Gl Rl Tl P et
independent dependant dependant depend lependa dependa
DTV 26 12 38 9.6 3 14 18 32 8.2 3.6
GSM900 14 10 24 11.5 4.8 8 13 21 144 55
GSM1800 43 15 58 7.7 2 22 27 49 52 24
3Gv2 167 3 170 38.4 0.7 96 5 101 1.2 1.1
Multiband £V 43 7 50 66 23
Multiband ZI 55 5 60 92.2 2

0
25 . Energy to be had in the signals that are
GSM1800
v — all around us
€ 50
£ | i "r WiFi
s | o \' L wiilll Previously not practical since even
u A “’“"““L‘"*"”’”‘“‘ simple circuits used lots of power, but
| ™ 3G .
R L\[L‘!,um~t’ ™ ‘ as transistors have scaled...gotten
i} 1 | | | | reasonable....couple with ASICs and you
0 500 1000 1500 2000 2500 . .
Frequsey () could be in business

Fig. 1. Input RF power density measurements outside the Northfields London
Underground station.

Ambient RF Energy Harvesting in Urban and Semi-Urban Environments, Manuel Pifiuela,
Student Member, IEEE, Paul D. Mitcheson, Senior Member, IEEE, and Stepan Lucyszyn,

Senior Member, IEEE 2013
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WIFiI Harvesting

16

/21

Nature, 2019

LETTER

https://doi.org/10.1038/5s41586-019-0892-1

Two-dimensional MoS--enabled flexible rectenna
for Wi-Fi-band wireless energy harvesting

Xu Zhang!, Jestis Grajal?, Jose Luis Vazquez Roy?, Ujwal Radhakrishna!, Xiaoxue Wang*, Winston Chern!, Lin Zhou!,

Yuxuan L1n1 Pin-Chun

0 I
Mildred Dresselhaus® & Tomés Palacmsl*

&

The mechanical and electronic properties of two-dimensional
materials make them promising for use in flexible electronics'~3
Their atomic thickness and large-scale synthesis capability could

ble the development of ‘smart skin’>>->, which could transform
ordinary objects into an intelligent distributed sensor network®.
However, although many important components of such a
distributed electronic system have already been demonstrated
(for example, transistors, sensors and memory devices based
on two-dimensional materials’">*7), an efficient, flexible and
always-on energy-harvesting solution, which is indispensable
for self-powered systems, is still missing. Electromagnetic
radiation from Wi-Fi systems operating at 2.4 and 5.9 gigahertz®
is becoming increasingly ubiquitous and would be ideal to harvest
for powering future distributed electronics. However, the high
frequencies used for Wi-Fi communications have remained elusive
to radiofrequency harvesters (that is, rectennas) made of flexible
semiconductors owing to their limited transport properties® 2
Here we demonstrate an atomically thin and flexible rectenna based
on a MoS, semiconducting-metallic-phase heterojunction with a
cutoff frequency of 10 gigahertz, which represents an improvement
in speed of roughly one order of magnitude compared with
current state-of-the-art flexible rectifiers®~!2, This flexible MoS,-
based rectifier operates up to the X-band® (8 to 12 gigahertz) and
covers most of the unlicensed industrial, scientific and medical radio
band, including the Wi-Fi channels. By integrating the ultrafast
MoS, rectifier with a flexible Wi-Fi-band antenna, we fabricate a
fully flexible and integrated rectenna that achieves wireless energy
harvesting of electromagnetic radiation in the Wi-Fi band with zero
external bias (battery-free). Moreover, our MoS, rectifier acts as a
flexible mixer, realizing frequency conversion beyond 10 gigahertz.
This work provides a universal energy-harvesting building block
tha  can be integrated with various flexible electronic systems.

XiLing®, Ahmad Zubair!, Yuhao Zhang', Han Wang®, Madan Dubey’, Jing Kong!,

that exhibit a cutoff frequency of 1.6 GHz!'. However, the random
distribution of particle sizes and separation distances results in a low
on/off current ratio and unreliable turn-on voltage, which deteriorates
their rectification performance and reliability for large-scale produc-
tion. In addition, almost all the above methods use a vertical structure
to increase the effective device area and thereby to reach a sufficiently
high on-current, I,,. However, in such a structure, the top and bottom
electrodes of the diode inevitably form a parallel-plate capacitor with
large parasitic capacitance, which considerably hinders its high-speed
applications. Lateral p-intrinsic-n (PIN) diodes made from single-
crystal silicon'® and germanium!® nanomembranes can be fabricated
on flexible substrates for operation at 10 GHz. However, the use of
PIN diodes is usually limited to RF switches and power attenuators,
and such diodes are not applicable to energy harvesting®. Besides, the
high cost of single-crystal silicon and germanium nanomembranes, as
well as the complexity of their materials and processing, render them
unfavourable for practical applications.

Nowadays, Wi-Fi is becoming increasingly ubiquitous in both
indoor and outdoor environments and provides an abundant source
of always-on RF energy. It would be highly desirable if wearable elec-
tronics could directly harvest the radiation in the Wi-Fi band (2.4 GHz
and 5.9 GHz) for wireless charging. However, owing to the aforemen-
tioned challenges, a flexible RF rectifier that is fast enough to achieve
Wi-Fi-band wireless energy harvesting has not been demonstrated. In
this work, we present an atomically thin and fully flexible MoS,-
based rectifier with a cutoff frequency of 10 GHz at zero external bias,
using a self-aligned fabrication technique. MoS; is an emerging two-
dimensional (2D) semiconductor with high mechanical robustness
and low-cost large-scale synthesis technology®>?*2!. By patterning
MoS,; into a metallic-semiconducting (1T/1T/-2H) phase hetero-
structure?? (Fig. 1a), we demonstrate a lateral Schottky diode with
]unctHn capac1tance lower }ha.n IODfF In comblnatlon with a reduc-

TZx]ED
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Grape Power

| guess
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Grape Juice Voltage

Copper penny
Zinc screw

Newman’s Own
Grape Juice

Infinite Power!

If we ignore huge amount of energy required to grow grapes that have been so selectively bred to the point of
absurdity that they will die at the slightest environmental deviations, process said grapes, ship said grape juice,
extract petroleum from the earth to synthesize the plastics that form the container, maintain a significant

geopolitical presence to keep petroleum at low prices, as well as manufacture fertilizer to make the plants in
the first place and to clear the land, etc...
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More seriously though...
MIT News [ oo Jorfseasn  [Q

2% FULL SCREEN

Researchers at MIT and Brigham and
Women'’s Hospital have designed and
demonstrated a small, ingestible voltaic

cell that is sustained by the acidic fluids
in the stomach.

Photo: Diemut Strebe

Engineers harness stomach acid to power tiny
SEensors

Ingestible electronic devices could monitor physiological conditions or deliver drugs.
Anne Trafton | MIT News Office '

Nadeau et al...2017 Nature Biomedical Engineering
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Done...Final Project Time...

See you in lab!

[ 4

* Final project represents 78 good hours of credit, so you should
average 2-3 hours/day of good work on your project assuming you

give yourself the occasional day off...
Do nottry to do 78 hours in three days

logic [48:0] counter;
always_ff @(posedge clk_100mhz)begin
if (rst)begin
counter <= 49'bh0;
end else begin
if (counter < 49'd423_360_000_000_000)begin
counter <= counter+1;
end
end

end
assign pmoda[0] = counter == 49'd423_360_000_000_000;

_

/
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. It is not likely to happen

Connects to a circuit
which allows final
project content to be
submitted (active low)
and disables
submissions when high.
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